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to be made. The difference between human or bovine 
insulin or even the presence of one genetic error in its 
51 amino acid structure can now be detected by mass 
spectrometry. The insulin work gives encouragement 
that higher molecular weight proteins will give inter- 
pretable mass spectra. If one were able to determine 
the molecular weight of an unknown protein in the 
10000 to 20000 range prior to sequence analysis, one 
would then be in a position to design a more efficient 
protocol for its sequence determination. 

To extend these methods to higher molecular weights, 
the size of the molecule relative to the area of excitation 
will eventually become an important consideration. 
The chemically protected oligonucleotides are a con- 
venient molecular gauge to study this question since 
each residue is -0.5 nm long and the protecting groups 
foster a linear tertiary structure. The largest studied 
thus far by 252Cf PDMS is a lCmer, a 7-nm-long mol- 
ecule with the same long dimension as hemoglobin, 
which is a medium-sized globular protein with a mo- 
lecular weight of approximately 65 000. Whether sci- 
ence would be enlightened by knowing the molecular 
weight of hemoglobin more accurately is not immedi- 

ately obvious. Perhaps these kinds of measurements 
would provide answers for which there are no questions. 
Nevertheless the history of molecular biology has dem- 
onstrated that higher resolution generally leads to 
deeper levels of understanding. 

So, if these be the goals of particle-induced desorption 
mass spectrometry, the space yet to be covered includes 
energy transport in molecular solids, surface chemistry 
in the high-energy-short-time domain, and the dynam- 
ics of surface-ionization desorption for large organic 
molecules-the fundamental ingredients of the process, 
which, considered separately, constitute interesting 
fundamental studies in physics and chemistry. 
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the 262Cf PDMS work. The financial support of the National 
Science Foundation (Grant CHE-79-04863), the National In- 
stitutes of Health (GM26096), and the Robert A .  Welch Foun- 
dation (Grant A-258) is gratefully acknowledged. 
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Electron-transfer reactions are distinguished by their 
ubiquity and by their essential roles in many physical, 
chemical, and biological processes. Thus, understanding 
the factors which determine electron-transfer rates is 
of considerable importance. 

Although a number of theories have been pro- 
posed,l-15 there is general agreement that the crux of 
the electron-transfer problem is the fact that the 
equilibrium nuclear configuration of a species changes 
when it gains or loses an electron. In the case of a metal 
complex this configuration change involves changes in 
the metal-ligand and intraligand bond lengths and 
angles as well as changes in the vibrations and rotations 
of the surrounding solvent dipoles. 

These configuration changes are similar to those that 
result from the electronic redistribution that occurs 
when a molecule absorbs or emits a photon. In view of 
the similarity of the nuclear configuration changes re- 
sulting from electron transfer and photon capture (or 
emission), and, more importantly, because the two 
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processes occur rapidly on the nuclear time scale, the 
rates of thermal electron transfer, electronic energy 
transfer, and a variety of nonradiative processes can be 
understood in terms of a common theoretical frame- 
work.15 Within this framework the rate constants can 
be expressed as a product of a nuclear, an electronic, 
and a frequency factor. 

(1) (a) Marcus, R. A. Annu. Reu. Phys. Chem. 1964, 15, 155. (b) 

(2) (a) Marcus, R. A. Discuss. Faraday SOC. 1960,29, 21. (b) Marcus, 

(3) Hush, N. S. Trans. Faraday SOC. 1961,57, 557. 
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(6) Dogonadze, R. R.; Kuznetaov, A. M.; Levich, V. G. Electrochim. 
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(13) Change, B.; DeVault, D. C.; Frauenfelder, H.; Marcus, R. A.; 
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Formation of the Precursor Complex 
The nuclear and electronic factors both become more 

favorable with decreasing separation of the reactants. 
Consequently the first step in a bimolecular-electron- 
transfer reaction in solution is the diffusion together 
of the separated reactants to form a precursor complex. 
This is followed by electron transfer within the pre- 
cursor complex to form a successor complex. 

MLm2+ + NLn3+ + MLm2+*-NLn3+ 
ML,Z+ ...NL 3+ -+ ML,3+...NL 2+ 

Opposing the close approach of the reactants is the 
Coulombic work required to bring together similarly 
charged reactants and ultimately the electron-electron 
repulsions. Different systems will reflect different 
compromises between these opposing factors. If two 
reactants can increase their electronic coupling by 
squeezing together so that their inner-coordination 
shells interpenetrate, they will do so to the extent that 
the increase in the electronic factor is not offset by the 
work required to achieve the improved electronic in- 
teraction. 

We do explore this aspect here; instead we use a 
model in which it is assumed that most of the contri- 
bution to the rate comes from reaction at separation 
distances between r and r + 6r where r 1 u, the sum of 
the radii of the reactants. Under these conditions the 
rate constant for the reaction is given by162o 

1 
(1) 

kact = KA(r)kel(r) (2) 

1 + -  
kobsd kdiff kact 
- -  - -  1 

kei(r) = Vn(r)Kel(r)Kn(r) (4) 

where kdiff is the diffusion-controlled rate constant for 
the formation of the precursor complex from the sep- 
arated reactants, kact is the activation-controlled rate 
constant for the bimolecular reaction, KA(r) is the 
equilibrium constant for the formation of reactant pairs 
separated by a distance between r and r + 6r, w( r )  is 
the work required to bring the reactants to the sepa- 
ration distance r, kel(r) is the first-order rate constant 
for electron transfer at the distance r ,  v,(r) is an ef- 
fective nuclear frequency, Kn(r) is the nuclear factor, and 
Kel( r )  is the electronic factor. The magnitudes of the 
nuclear and electronic factors range from zero to unity; 
K, = 1 for a barrierless reaction, and K~~ = 1 when the 
electronic interaction of the reactants is sufficiently 
large. KA(r)vn(r) and vn(r) are the frequency factors for 
bimolecular and unimolecular reactions, respectively. 
For unimolecular reactions the rate constant is simply 
equal to VnKelKn. 

(16) Brunschwig, B. S.; Logan, J.; Newton, M. D.; Sutin, N. J. Am. 
Chem. SOC. 1980,102, 5798. 

(17) Brown, G. M.; Sutin, N. J. Am. Chem. SOC. 1979,101, 883. 
(18) (a) Sutin, N. In ’Inorganic Reactions and Methods”; Zuckerman, 

J. J., Ed.; Springer-Verlag: West Berlin, in press. (b) Sutin, N. In 
‘Bioinorganic Chemistry”; Eichhorn, G. L., Ed.; American Elsevier: New 
York, 1973; Vol. 2, Chapter 19, p 611. 
(19) (a) Sutin, N.; Bmnschwig, B. S. ACS Symp. Ser. 1982, No. 198, 

105. (b) Sutin, N. B o g .  Znog. Chem. 30, in press. 
(20) Equations 1-4 are equivalent to certain equations introduced by 

Marcus.* 

N U C L E A R  C O N F I G U R A T I O N  

Figure 1. Plot of the potential energy of the reactants (precursor 
complex) and products (successor complex) as a function of nuclear 
configuration for an electron-exchange reaction. E* is the bmier 
for the thermal electron transfer, Eop is the energy for the 
light-induced electron transfer, and the splitting at the intersection 
of the surfaces is equal to 2Hm where Hm is the electronic 
coupling matrix element. Note that HAB << Eth ih the weak 
interaction model. The circles indicate the relative nuclear 
configurations of the two reactants of charges 2+ and 3+ in the 
precursor complex, the optically excited precursor complex, the 
activated complex, and the successor complex. 

Work Terms. In general the work required to bring 
the reactants to the separation distance r includes both 
Coulombic and non-Coulombic (hydrophobic) contri- 
butions. If the work is prediminantly Coulombic and 
the reactants are spherical, then w(r )  is given byz1 
w(r) = 

exp(-prp1/2) 

(5) 
where /3 = (8~Ne~/1000D,kT)~/~, zz and 23 are the 
charges on the two reactants, uz (or u3) is equal to the 
radius of the reactant u2 (or us) plus the radius of the 
main ion of opposite charge in the reactant’s ion at- 
mosphere, and D, is the static dielectric constant of the 
medium. Note that eq 5 reduces to the familiar eq 6 

2D,r ( 1 + puzp1/2 1 + pu3pW ) ZZZ& exp(@u&2) exp(@u$1/2) + 

when r = u = (az + a3) and the radii of all the ions are 
equal. Although more complex expressions for the work 
required to form the precursor complex are available,22 
the above expressions are adequate for the present 
purpose. 
The Nuclear Factor 

The fitness of a particular nuclear configuration for 
electron transfer is determined by energy and momen- 
tum conservation requirements. Since internuclear 
distances and nuclear velocities do not change during 
an electronic transition (Franck-Condon principle), the 
actual electron transfer occurs at essentially constant 

(21) (a) Debye, P. Tram. Electrochem. SOC. 1942, 82, 265. (b) The 
bimolecuiar reactions that are considered involve electron transfer be- 
tween metal centers of formal charge 2+ and 3+ and subscript 2 or 3 
denotes the charge on the metal center under consideration. 

(22) Friedman, H. L. F’ure App.  Chem. 1981,53, 1277. 



Vol. 15, 1982 Electron- Transfer  Reactions 277 

nuclear configuration and momentum. 
This requirement is incorporated into classical elec- 

tron-transfer theories by postulating that the electron 
transfer occurs a t  the intersection of the reactants' 
(precursor complex) and products' (successor complex) 
potential energy surfaces. A profile of two such inter- 
secting surfaces is shown in Figure 1 for an electron- 
transfer reaction in which no net chemical change oc- 
curs (an electron-exchange reaction).lV5 The Franck- 
Condon principle is obeyed since the nuclear configu- 
rations and energies of the reactants and products are 
the same at  the intersection (activated complex). 

In quantum-mechanical theories, on the other hand, 
the intersection of the potential energy surfaces is 
deemphasized, nuclear tunneling from the initial to the 
final state is allowed for, and the appropriateness of a 
nuclear configuration for electron transfer is related to 
the square of the overlap of the vibrational wave 
functions of the reactants and products (i.e., to the 
Franck-Condon factors for the transition).&16 

The nuclear configuration changes depicted in Figure 
1 involve both the inner and the outer (solvent) coor- 
dination shells of the reactants and products and are 
conveniently discussed in terms of the reorganization 
parameters Xout and Xi, defined by 1-5 

Xout = @e).( & + -- 1 :)( & - i) (7) 
2a3 r 

or the corresponding free energies, defined by AGout* 
= XOut/4 and AGin* = Xi,/4. In these expressions Do 
is the optical dielectric constant of the medium (equa! 
to the square of the refractive index), f i  = 2f2f3/(f2 + 
f 3 )  is a reduced force constant for the ith inner-sphere 
vibration, (d," - d30)i is the corresponding difference in 
the equilibrium bond distances in the two oxidation 
states, and the summation is over all the intramolecular 
vibrations. The expressions for A,, and hi, are based 
upon a dielectric continuum model for the solvent and 
a harmonic oscillator model for the inner-sphere vi- 
brations, respectively. These equations have occasion- 
ally been misinterpreted in the literature; in the usual 
generalized valence force field there are both diagonal 
and off-diagonal force constants, and sometimes only 
the diagonal ones have been introduced into eq 8. 
However, as has been stressed,. the constants to be 
introduced into eq 8 are the "normal mode force 
cons tan ts". 

Classical Expressions. In the high-temperature 
limit the reaction proceeds classically: the system ac- 
quires the nuclear configuration appropriate to the in- 
tersection region and the nuclear factor is given by lbl9 

K, = exp(-AG*/RT) (9) 
where1g2 

AG* = I (  1 + T) AGmo 
4 

In the above expressions AG* is the classical free-energy 
barrier to the reaction (and does not include the work 
required to bring the reactants together), X = (Xi, + 
h o u ~ ,  AG," is the free-energy change for the reaction 
at the separation distance r (and is related to AGO, the 

A G O > - X  A G O =  - x  A G O <  - A  

Figure 2. Plot of the logarithm of the activation-controlled and 
diffusion-limited rate constants as a function of increasing driving 
force in the classical model. The normal free-energy region, AGO 
> -A, is on the left, and the inverted free-energy region, AGO < 
-A, is on the right. The three pairs of intersecting curves illustrate 
the reactants' and products' energy surfaces in the normal, 
barrierless, and inverted regions; K, is the nuclear factor AG* the 
activation energy associated with the nuclear configuration change, 
and X is the reorganization parameter. The dashed horizontal 
curve is for a diffusion-controlled reaction and the case illustrated 
is for kaCt > kmf when AG" - -A; under these conditions the 
observed rate constant will be equal to kdifc Note that kact may 
be less than kdiff when AGO - -A if the electronic factor is very 
small; under these conditions the observed bimolecular rate 
constant will be equal to ka& For unimolecular reactions the 
observed rate constant is always equal to k,,,. 

free-energy change when the two reactants and products 
are an infinite distance apart, by AGm0 = AGO - AGAO 
+ AGBO, where AGAO and AGBo are the free energies of 
formation of the precursor and successor complexes, 
respectively), and the splitting at the intersection of the 
surfaces has been neglected. 

For many purposes it is convenient to distinguish two 
free-energy regions depending on the magnitude of 
AG,o/X.1i2 The first is called the normal free-energy 
region and is defined by -A < AG,' < A. In this region 
AG* decreases and K, increases as X or AG," decreases. 
When AGmo = -A, AG* = 0 and the reaction is bar- 
rierless. Under these conditions K, = 1 and the observed 
rate constant is equal to the smaller of kdiff and 
KAK,p5,.1gb The second region is called the abnormal or 
inverted free-energy region and is defined by AGmo < 
-X.'v2 In this region AG* increases and K, decreases as 
X decreases or AGuO becomes more negative. These 
cases are illustrated in Figure 2. 

Quantum-Mechanical Expressions. The above 
expressions are derived from classical activated-complex 
theory and can be considered as the high-temperature 
limits of quantum-mechanical expressions. At  lower 
temperatures or higher frequencies (hv > kT) the above 
expressions must be corrected for quantum-mechanical 
effects. Such corrections can be considerable and, as 
mentioned earlier, are usually made by introducing 
Franck-Condon factors for the transition. The cor- 
rections we more important for the inner-sphere modes 
since their frequencies are higher (300-3000 cm-l) than 
the average frequency associated with the solvent re- 
organization (-30 cm-' for water).16 The quantum- 
mechanical expressions for two low-temperature cases 
are of interest. These are special cases of the normal 
and inverted regions mentioned above. 

(1) AGmo - 0. Under these conditions the relative 
vertical displacement of the energy surfaces is small and 
the nuclear factor is given byl6pZ3 
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K ,  = 

where uin is an average inner-sphere frequency, and.Eout 
and Ei, are solvent and inner-sphere reorganization 
parameters (vide infra). More generally, the second 
term in the exponent should be replaced by a sum over 
all the inner-sphere vibrations ranging from, at the low 
frequency limit, the metal-ligand stretching vibrations 
(300-500 cm-l) and, a t  the high frequency limit, the 
C-H and N-H stretching vibrations of the ligands (- 
3000 cm-9. Of course, at sufficiently low temperatures 
the solvent reorganization should also be treated 
quantum mechanically. 
(2) X << -AGm0. Under these conditions the relative 

horizontal displacement of the energy surfaces is small. 
Provided that EA I h( v ) ,  where ( v )  is the mean vibra- 
tional frequency, eq 12 for the nuclear factor can be 

derived from the Englman-Jortner equations.24 In eq 
12, y = (In (-hE/EM) - 1) is positive, AE is the elec- 
tronic energy difference between the final and initial 
states (and is negative), vM is the maximum frequency 
of the affected modes, E M  is the contribution of the 
maximum frequency modes to E, = CE;, and it is as- 
sumed that all the Ei and vi are similar. 

Equation 12 is a statement of the energy-gap law of 
radiationless transition theory. According to this law 
the transition probability in the weak coupling limit 
varies exponentially with the energy gap.24 Although 
it is only valid in the low-temperature limit (where the 
rate constants have become temperature independent), 
room temperature can be regarded as in the low-tem- 
perature regime provided that the relevant frequencies 
are sufficiently high. The exponential dependence of 
the transition probability on the first power of the en- 
ergy difference predicted by the energy-gap law should 
be contrasted with the dependence on the second power 
of the energy difference predicted by the classical the- 
ory. 

The above expressions are written in terms of ener- 
gies rather than free energies in order to emphasize their 
quantum-mechanical origin. In practice, Eout is usually 
replaced by Xout, Ein by Ah, EA by A, and AE by A G - O .  

Applications. The magnitudes of the nuclear factors 
for various electron-transfer processes are presented in 
Table I. This table includes values of K, for unimo- 
lecular processes such as spin conversion, the radia- 
tionless decay of excited states, and electron transfer 
in mixed-valence (bridged) systems, as well as K, values 
for bimolecular reactions. It will be seen that the nu- 
clear factors span a very wide range, from -10-14 to - reflecting the variations in EA and AEIE, and 
the assumptions made for uM. 

(23) Holstein, T. In "Tunneling in Biological Systems"; Chance, B., 
DeVault, D. C., Frauenfelder, H., Marcus, R. A., Schrieffer, J. B., Sutin, 
N., Eds.; Academic Press: New York, 1979. 

(24) (a) Englman, R.; Jortner, J. Mol. Phys. 1970,18, 145. (b) Alter- 
native expressions for the weak coupling limit are a ~ a i l a b l e . ~ ~ ' ~ ~ ~ ~  (c) 
Jortner, J. J. Am. Chem. SOC. 1980, 102, 6676. (d) Kestner, R. N.; 
Webman, I. J .  Phys. Chem. 1979,83, 451. 

The first two entries in Table I are for spin equilib- 
rium systems of the type 

low spin high spin 

which have been studied by temperature-jump and 
ultrasonic relaxation  technique^.^^,^^^^^,"^ Since the 
formation of the high-spin state of the complex involves 
the population of du* orbitals, the nuclear configuration 
changes accompanying the spin conversion are generally 
large-the metal-ligand bond changes are typically 
0.11-0.15 &27t28 although larger bond changes have also 
been r e ~ o r t e d . ~ ~ , ~ ~  Furthermore, the equilibrium con- 
stant for the spin interconversion is - 1. Consequently, 
the spin-conversion processes lie in the normal free- 
energy region of classical activated-complex theory.39 

When the two spin states differ considerably in their 
stabilities, they are considered as the ground and ex- 
cited states of the complex.40 Under these conditions 
the excited state can-be generated by optical (or chem- 
ical) pumping and the spin relaxation is viewed as an 
excited-state decay. If the excited state emits, then the 
nuclear factor for the transition can be calculated by 
using the appropriate Stokes shift ( E ,  = E,/2).41 In 
contrast to the spin-equilibrium processes, the excit- 
ed-state decays are accompanied by relatively large 
energy changes; consequently they generally occur in 
the inverted free-energy region of activated-complex 
theory.3g 

Of the systems in Table I, the conversion of the lig- 
and-field (LF) excited state of Fe(bpy),2+ to the ground 
state is essentially a barrierless process. On the other 
hand, the decay of the metal-to-ligand charge-transfer 
(MLCT) excited state of R ~ ( b p y ) , ~ +  takes place in the 
highly inverted region, and this is responsible for the 
much lower nuclear factor calculated for this transition 
( K ,  - lo-'' for hvM = 1.3 X lo3 cm-1;42343 see Table I, 

(25) Dose, E. V.; Hoselton, M. A.; Sutin, N.; Tweedle, M. F.; Wilson, 

(26) Creutz, C.; Chou, M.; Netzel, T. L.; Okumura, M.; Sutin, N. J. 

(27) Al$?rtsson, A.; Oskarsson, A.; Stahl, K.; Svensson, C.; Ymen, I. 

(28) Binstead, R. A.; Beattie, J. K.; Dewey, T. G.; Turner, D. H. J.  Am. 

(29) Sutin, N.; Creutz, C. Pure Appl. Chem. 1980,52, 2717. 
(30) Creutz, C. Inorg. Chem. 1978, 17, 3723. 
(31) Sutton, J. E.; Sutton, P. M.; Taube, H. Inorg. Chem. 1979, 18, 

(32) Rieder, K.; Taube, H. J.  Am. Chem. SOC. 1977, 99, 7891. 
(33) Sutton, J. E.; Taube, H. Inorg. Chem. 1981,20, 3125. 
(34) Geselowitz, D.; Taube, H. to be published. 
(35) Hair, N. J.; Beattie, J. K. Inorg. Chem. 1977, 16, 245. 
(36) Beattie, J. K.; Sutin, N.; Turner, D. H.; Flynn, C. W. J .  Am. 

Chem. SOC. 1973, 95, 2052. Beattie, J. K., Binstead, R. A,; West, R. J. 
J .  Am. Chem. SOC. 1978, 100, 3044. 

(37) Binstead, R. A.; Beattie, J. K.; Dose, E. V.; Tweedle, M F.; 
Wilson, L. J. J .  Am. Chem. SOC. 1978,100, 5609. 

(38) Churchill, M. R.; Gold, K.; Maw, C. E. Jr. Inorg. Chem. 1970, 9, 
1597. 

(39) The normal free-energy region of activated-complex theory cor- 
responds to the very strong coupling case of radiationless transition 
theory, while the inverted free-energy region of activated complex theory 
includes both the weak and strong coupling cases of radiationless tran- 
sition theory. 

(40) Alternatively, a spin equilibrium may be viewed as a system in 
which an electronically excited state is thermally populated. 

(41) The Stokes shift is the difference between the energies of the 
absorption and emission maxima for a particular transition. 

(42) (a) Klassen, D. M.; Crosby, G. A. J .  Chem. Phys. 1968,48, 1853. 
(b) Caspar, J. V.; Kober, E. M.; Sullivan, B. P.; Meyer, T. J. J Am. Chem 
Soc 1982, 104, 630. 

L. J. J .  Am. Chem. SOC. 1978, 100, 1141. 

Am. Chem. SOC. 1980,102, 1309. 

Acta Cry allogr., Sect. B 1981, B37, 50. 

Chem. SOC. 1980,102, 6442. 
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Table I 
Nuclear and Frequency Factors fo r  Electron-Transfer Reactions" 

un, s-l  
1 0 - 3 ~ ^ ,  - 10 -'A,?%, 01 KAVnr 

ref 

FeL,'+('A) FeL,'+( ,T) 3.0-5.5' -0 (10-  3-10 - ' )e 1013 25, 26 

FeL,3+(2T) * FeL,3+(6A) 4.8-9.0' -0 ( 10 - 3-1 0 -*)e  1013 25, 27, 28 

*Fe(bpy)32+(5T)  -+ Fe(bpy),'+('A) 4.8d 7.3  lo- '  f 1013 26, 29 

*Ru(bpy),'+( '(dd-n*)) -+ Ru(bpy), '+( 'A) O.8Og 16.9 

(NH,),Ru~~(~,~'-~~~)Ru~~~(NH,), -+ 9.7 0 10-5 e lo1' 30, 31 

( N H 3 ) , R u n ( ~ ~ ) C H , ( ~ ~  ) R u ' ~ ( N H , ) ,  -+ 12.4 0 lo- '  e 10'2 3 2 , 3 3  

M-1 s-l  
react ion cm-I  cm-l  Kn 

(dn)6 (dn)4(du*)2  

(dn) '  (dn) '(du*) '  

10-174 , e 1 0 - 1 ~  h 1013 29 
(dn)'(du*)' (do l6 

( d n ) S ( L n ) l  (dnY 

( NH3),R~III(4,4'-bpy)R~n(NH3)," 

Co(en)32+ + Co(en),'+ -+ 27.0k 0 10-14 i 1012 1 8 , 3 4  

Fe(H,O),'+ + Fe(H,0) ,3+ -+ 20.4' 0 10-11 e 10'1 1 9 , 3 5  

Ru(bpy) , '+  + R ~ ( b p y ) , ~ +  -+ 4.6 0 10-4 e 10'' 1 9  

(NH3 ),RuIII(py )CHz(PY )RuII(NH,),O 

C ~ ( e n ) ~ ~ +  + Co(en),*+ 

Fe(H,O), ,+ + F e ( H , 0 ) 6 2 +  

R U ( ~ P Y ) ~ ~ +  + Ru(bPY)3'+ 
Fe(H,O),'+ + R ~ ( b p y ) , ~ +  -+ 12.5m 4.7 10-3 e 10" 19 ,  29 

Fe(HzO)63+ + Ru(bpy), '+ 
*Ru(bpy),'+ + R ~ ( b p y ) , ~ +  -+ 5.2m 16 .9  , 10l2  19 ,  29 1 0 - 1 4  e 10-12 j 

RWJPY )3" + W b P Y  1 3  '+ 

a E A  = (Eout + E h ) .  For t h e  bimolecular reactions Eout was calculated by  assuming tha t  t h e  separation distance of t h e  
reactants was equal t o  the  sum o f  their van der Waals radii. Only symmetric breathing motions and  changes in t h e  metal- 
ligand distances have been considered in calculating E h .  The frequency factor  is u n  for unimolecular reactions and K*un 
for  bimolecular reactions. ' Based o n  metal-ligand bond  length changes of 0.11-0.15 A and  u h  = 390  cm". Based o n  
metal-ligand bond  length changes of 0.11-0.15 A and  u h  = 450  cm- ' .  Based o n  metal-ligand bond length changes of 
0.14 A and u h  = 390  cm-I .  e Calculated from e q  9. f Calculated using eq 4 of  ref 2 3  with u o  = 3 9 0  cm- ' .  g This is a n  
upper limit based o n  a Stokes shift of 4 0 . 2  eV.29 Calculated by using e q  1 2  with E M  = 800 cm-I  and ~ U M  = 1.3 x l o 3  
c m - ' ,  which is t h e  frequency of the  vibrational progression seen in t h e  emission spectrum of R ~ ( b p y ) , ' + . ~ '  The nuclear 
factor increases if higher values of  EM or  ~ U M  are  used. Thus K~ = lo-' '  if a value o f  1 .6  X l o 3  cm- '  is used for h v M . 4 3  
The presence of a C:H/C-D isotope effect o n  theJifet ime of t h e  excited state indicates some participation of t h e  C-H 
stretching modes. Calculated by  using e q  1 2  with EM = 800 cm- '  and ~ U M  = 1.3 x l o 3  
cm". 
changes of 0.14 A and  u in  = 432  cm- ' .  E A  calculated from eq 13. " 4,4'-bpy = 4,4'-bipyridine. O (py)CH,(py)  = 4,4'- 
methylenebis( pyridine). 

Calculated by  using e q  11. 
Based o n  metal-ligand bond  length changes of 0.21 A and  uin = 409 cm- ' .  Based o n  metal-ligand bond length 

footnote h).  Note that the value of K, calculated from 
the classical expression (eq 9 and 10) is too low by very 
many orders of magnitude. The values of EA for the 
mixed-valence systems were calculated from the ener- 
gies of the intervalence band maxima (EA = E,, when 
A E  = 0) and arise primarily from the solvent barrier. 

We next consider the nuclear factors for bimolecular 
reactions. The systems considered include outer-sphere 
electron-exchange reactions (AE = 0) and outer-sphere 
electron-transfer reactions accompanied by a net 
chemical change. The values of EA for the latter reac- 
tions were calculated from those of the component ex- 
change reactions with the Marcus additivity relation1v2 

(EA)12 = + (EA)22]/2 (13) 

where (Edl2 is the reorganization parameter for the net 
reaction and (EA)ll and (EA)22 are the reorganization 
parameters for the relevant exchange reactions. The 
nuclear factors again span a very wide range. 

Unlike the case of * R ~ ( b p y ) ~ ~ +  deactivation, the 
classical and quantum-mechanical expressions yield 
values for the nuclear factor for the *R~(bpy)~~+-Ru-  
( b ~ y ) ~ ~ +  reaction (which also lies in the inverted region) 
that do not differ appreciably. The reason for this small 
difference is that the classical (solvent) barrier makes 
a relatively large contribution to EA for the bimolecular 

(43) Forster, M.; Heater, R. E. Chem. Phys. Lett. 1981, 81, 42. 

reaction but not to EA for the excited-state decay.44 
The two excited-state processes also differ in another 
important respect: an additional decay channel is 
possible for the * R ~ ( b p y ) ~ ~ + - R u ( b p y ) ~ ~ +  reaction. 
Thus, electronically excited Ru(bpy),3+ is an accessible 
product of the bimolecular rea~t ion,4~1~ and AE for such 
a reaction would place this process in the normal free- 
energy region yielding K, - 1. No such channel exists 
for *Ru(bpy)?+ deactivation since the state considered 
is the lowest excited state of the system. 

The clearest evidence for the formation of excited 
products is provided by chemiluminescent reactions. 
The occurrence of such reactions, in turn, provides 
support for the validity of the rate decreases in the 
inverted region. For example, the efficiency of excit- 
ed-state formation in the reaction 

(44) (a) Resonance Raman studies have shown45 that the electron 
promoted in the MLCT transition in Ru(bpy)QZ+ is located on a single 
bipyridine ligand rather than delocalized over a l l  three ligands. Despite 
this, the MLCT absorption and emission bands show very little solvent 
dependence. A large solvent dependence in symmetrical systems of this 
type is not expected if the ligand-to-ligand electron hopping frequency 
is sufficiently high for the charge distribution in the excited state to be 
essentially spherically symmetrical on the time scale for solvent polari- 
zation. This interpretation is supported by the observation that the 
electron hopping frequency in Fe(bpy),+ is >lolo 

(45) Dallinger, R. F.; Woodruff, W. H. J.  Am. Chem. SOC. 1979,101, 
4391. 

(46) Motten, A. G.; Hanck, K.; DeArmond, K. Chem. Phys. Lett. 1981, 
79, 541. 

(47) Creutz, C.; Sutin, N. J. Am. Chem. SOC. 1977, 99, 241. 
(48) Siders, P.; Marcus, R. A. J. Am. Chem. SOC. 1981, 103, 748. 
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Ru(bpy),+ + R ~ ( b p y ) , ~ +  
-+ *RU(bpy)?+ +R~(bpy)g'+ 
+ Ru(bpy),2+ + Ru(bpy)g2+ 

is near 100% in acetonitrile below 240 K t 9  such a high 
efficiency for the formation of excited-state products 
strongly suggests that the reaction to form ground-state 
products is inhibited by its very large exothermicity (or 
by a less favorable electronic factor). 

The Frequency Factor 
It follows from eq 4 that kel = u, when the reaction 

is barrierless ( K ,  = 1) and the electronic factor for the 
reaction is unity ( K , ~  = 1). Under these conditions the 
activation-controlled rate constant is equal to the fre- 
quency factor (KAv, for a bimolecular reaction and u, 
for a unimolecular reaction). KA is given by eq 3, and 
for the present purpose we take r = u and 6r = 0.8 A; 
the latter value is typical for electron-transfer reactions 
involving spherical metal comple~es. '~ In the classical 
model u, is the frequency of passage across the barrier, 
that is, the frequency of the vibration that destroys the 
activated complex configuration. It is given by7 

where ui = cfi/pi)1/2/2a is the harmonic frequency of the 
ith mode (reduced mass pi) and Ei/4 is its contribution 
to the barrier. The value of u, ranges from -10" s-l 
to - 1014 s-l depending on whether the barrier-crossing 
vibration is predominantly a solvent mode or a high- 
frequency intramolecular mode. Values of the fre- 
quency factors for the systems under discussion are 
included in Table 1. 
The Electronic Factor 

The splitting that occurs at the intersection of the two 
potential-energy surfaces (Figure 1) is crucial for the 
electron transfer. This splitting is equal to W,, where 
HAB is the electronic coupling matrix element ($AI- 
HI$B).50 The electronic factor (also called the elec- 
tronic transmission coefficient)16 is proportional t~ Hm2 
and attains a maximum value of unity a t  sufficiently 
large HAB. Within the Landau-Zener framework the 
electronic factor in the high-temperature limit can be 
expressed as18J9 

2( 1 exp(-vel/ 2vn)) 
2 - exp(-ve1/2~,) K e l  = -I (15) 

a 3  ] ' I 2  (16) + AGin*)4RT 

where vel is an electronic frequency and u, is the nuclear 
frequency introduced earlier. The choice of the form 
of Kel(r) is made here so as to coincide, in the case of the 
very strong coupling limit,39 with the usual Landau- 
Zener probability factor calculated at  that r. It is ev- 
ident from eq 15 that K , ~  = 1 when vel >> 24, and that 
~~l = veI /u ,  when vel << 2v,; thus kel = U,K, when K,I = 
1 while kel = u ~ ~ K ,  when K , ~  << 1. 

(Reactions for which ~~l = 1 and << 1 are frequently 
called adiabatic and nonadiabatic, respectively. These 

(49) Wallace, W. L.; Bard, A. J. J .  Phys. Chem. 1979,83, 1350. 
(50) The splitting at the intersection is only equal to 2Hm when the 

overlap of the electronic wave functions can be neglected. More generally 
it is equal to 2(HA~ - S&f*A\/(l - S-') where SA, = ( + A I J / B ) .  

designations should be used with caution since they 
refer only to reactions in the normal free-energy region. 
Reactions in the inverted region are inherently nona- 
diabatic: the rate constant for adiabatic electron 
transfer in the inverted region is zero (unless the energy 
of the reactants lies above the energy of the interec- 
tion).) 

As we did for the nuclear factor, we consider two 
low-temperature cases (the same qualifications that 
were introduced for the nuclear factors also apply here). 

(1) AGABo - 0. Under these conditions vel is given 
by163 

X Vel  = - 
~ H A B ~  

h 
112 

a3 __-___________ [ (Eout + E( ") 2kT csch ("))RT 2kT 1 (17) 

Note that eq 17 reduces to eq 16 in the high-tempera- 
ture limit. 

(2) X << -AGm0. Under these conditions vel is given 
by24r51 

Like the nuclear factor, vel decreases with increasing 
energy gap. 

Applications. Values of HAB and K~~ are presented 
in Table 11. The three spin-equilibrium  relaxation^,^^ 
the decay of the LF excited state of Fe(bpy)32f, and the 
electron transfer in the C ~ ( e n ) ~ ~ + - C o ( e n ) ~ ~ +  exchange 
reaction53 are formally spin forbidden. These two- 
electron processes become allowed through spin-orbit 
coupling which mixes the wave functions for interme- 
diate spin states with the wave functions for the initial 
(or final) states: 

IC, = $1 4- c$z (19) 

where c is the mixing coefficient, H,, is the spin--orbit 
interaction operator, and E z  and El are the energies of 
the intermediate and initial (or final) spin states. 

The spin-orbit coupling parameters for the free ions 
were used to estimate HAB for these systems. The 
values of HAB for the decay of the MILT excited state 
of Ru(bpy)QB+ and for electron transfer in the mixed- 
valence systems were estimated from the intensities of 
the charge-transfer by means of the Mullik- 
en-Hush  expression^.^^,^^ The HAB values for the Fe- 
(Hz0)~"-Fe(Hz0)63+ and R~(bpy) ,~+--Ru(bpy)~~+ ex- 
change reactions were obtained from ab initio calcula- 

(51) The factorization of the rate constant expression for the weak 
coupling case is done by analogy with the very strong coupling case; thus 
eq 18 was chosen so that when multiplied by eq 12 and introduced into 
eq 15 it gives the Englman-Jortner result for the weak coupling case. 

(52) Buhks, E.; Navon. G.; Bixon, M.; Jortner, J. J .  Am. Chem. SOC. 
1980, 102, 2918. 

(53) Buhks, E.; Bixon, M.; Jortner, J ; Navon, G. Inorg. ('hem. 1979, 
18, 2014. 

(54) Mulliken, R. S. J. Am. Chem. Soc. 1952, 64, 1511. 
(55) Hush, N. S. Prog. Inorg. Chem 1967, 8,  357. 
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Table I1 
Electronic Factors and Comparison of Calculated and Observed Rate Constants" 

reaction -HA,, cm-'  el kcalcde kobsde ref 

FeL6Z+('A)  + FeL,2+( ST) 20-200 ( 1 0 - 3 - 1 0 - ~ ) ~  107-109 1 0 5 - 1 0 6  25, 26, 36 

FeL,"('T) + FeL63+(6A)  20-200 ( 1 0 - ~ - 1 0 - ~ ) ~  107-109 106-io7 25,  28, 37 

* F e ( b ~ y ) , ' + ( ~ T )  + Fe(bpy) ,Z+( 'A)  20-200 ( 1 0 - ~ - 1 0 - ~ ) b  1 0 ~ - 1 0 ~ ~  1 x 1 0 9  26 

10-163 f 2 x l o 6  29 
(dr)YLn)'  (dnI6 l o - ]  g 10' h 6 X 1 O 3 '  6 4  

( dn)6 ( d 7 ~ ) ~ (  do *)' 

( d 7 ~ ) ~  ( d ~ ) ~ ( d o * ) '  

( dn)4( do *)' (dnI6 
*Ru(bpy),'+( '(d-n*)) + Ru(bpy),'+('A) -100 - 
(NH,),Ru"(~,~'-~~~)Ru~~~(NH,), + - 4 0 0  1.0" 108 I; 3 0 , 3 1  

( NH 3 1 5 RUII(PY )CH 2 (PY )RuIII (NH 3 1 5  + - 9 0  0.2b 105 32, 33  

Co(en),l+ + Co(en)3d+ + 5-30 ( 10 - "-1 0 - 2 ) d  10 - 6 - 1  0 - 5 8 x 1 0 - 5  6 5  

Fe(H,O) ,*+ + Fe(H,0 ) ,3+  + - 30 -10-2 b 4 6 6  

Ru(bpy),'+ + R ~ ( b p y ) , ~ '  + 20-100 -1b 109 4 x l o s  67 

Fe(H,O),'' + R ~ ( b p y ) , ~ +  + 25-55 - l o - '  1 O8 5 x l o 6  6 8  

(NH,),RUIII(~,~'-~~~)RUU(NH~)~ 

(NH,),RUflI(PY )CH,(PY ) R u W H 3 ) 5  

C ~ ( e n ) , ~ +  + Co(en),'+ 

F e ( H , 0 ) 6 3 +  + Fe(H,O),'+ 

R U ( ~ P Y ) , ~ +  + Ru(bpy),'+ 

Fe (H,0 )63 '  + Ru(bpy),'+ 

R U ( ~ P Y ) , ~ +  + R U ( ~ P Y ) , ' +  
*Ru(bpy),'+ + R ~ ( b p y ) , ~ +  + - 100 - 1 C  w2,f i,g i o i 2 i  2 x i o 9  47 

" Note that un cancels in the product Calculated by using 
eq 1 5  and 18. d Calculated by using eq  1 5  and 1 7 .  e Units o f  the rate constants are s-'  and M-' s-'  for the unimolecular 
and bimolecular reactions, respectively. Temperature is 25 "C unless otherwise indicated. Calculated from the classical 
expressions. Calculated from the quantum-mechanical expressions with EM = 800 cm-I and hu 

This is the value o f  
the nonradiative rate constant at 4 . 2  K. 
h v ~  = 1 3 0 0  cm-I .  The calculated rate constant is not corrected for diffusion control. 
barrier by HAB. 

when ~ ~ l < <  1 .  Calculated by using eq 1 5  and 1 6 .  

- 1 3 0 0  cm- ' .  
Calculated from the quantum-mechanical expressions with E M  = 800 cm- '  and hvM = 1 6 0 0  c m y .  

Calculated from the quantum-mechanical expressions with E M  = 5 3 0 0  cm-I and 
Corrected for lowering of the 

ti on^^^ and from computations based upon an approx- 
imate model:' respectively, while the HAB values for the 
cross-reactions were obtained from the geometric-mean 
appr~x ima t ion~~  

where the subscripts have the same meanings as in eq 
13. 

Other measurements that can be used to obtain HAB 
or K , ~  include the apparent entropies of activation (ASel* 
= R In K,J, and the magnitudes of the rate constants 
observed in the barrierless region (kli, = KAK,~, if 
KAK,~u, < kdiff). These procedures must be used with 
caution: the temperature dependence of the electro- 
static work required to bring similarly charged reactants 
together should also make the entropy of activation 
more negative, and, since KAU, - 1012-1013 M-ls-l (vide 
infra), diffusion control may be observed even though - low3. Note also that rate saturation below the 
diffusion-controlled limit may occur for reasons other 
than K A K , ~ ,  < kdiff, for example, because of a pre- 
equilibrium change on one of the reactants, substitution 
control,  et^.^^ 

For many purposes the distance dependence of HAB 
can be approximated by59760 

(22) 

where HABo is the value of HAB when r = u. Calculated 
values of p' range from 1.0 to 2.5 A-1.4756v60 Note that 

HAB = HABO exp[-/3'(r - a)] 

(56) (a) Newton, M. D. Znt. J. Quant. Chem., Symp. 1980,14,363. (b) 

(57) Creutz, C.; Sutin, N. In "Inorganic Reactions and Methods"; 

(58) Sutin, N. Acc. Chem. Res. 1968, 1, 225. 
(59) Hopfield, J. J. Proc. Natl. Acad. Sci. U.S.A. 1974, 71, 3640. 
(60) Buhks, E.; Jortner, J. FEBS Lett. 1980, 109, 117. 

Newton, M. D. ACS Symp. Ser. 1982, No. 198, 255. 

Zuckerman, J. J., Ed.; Springer-Verlag: West Berlin, in press. 

l f2p '  provides an estimate of the lower limit of 6r for 
the reaction.lg 

It is apparent from Table I1 that the K , ~  values for the 
systems considered are in the range 10T3-l, which is a 
much smaller range than that spanned by the nuclear 
factors. The lower K , ~  values are for reactions that are 
formally spin forbidden. Although none of the elec- 
tronic factors in Table I1 is very small, this is not always 
the case. Thus ~d for the Eu~+,~-Eu~+, exchange, which 
involves the shielded f orbitals, is purported to be 
<10-'0.61a Although this is almost certainly an un- 
derestimate, K , ~  for this system is very probably <<- 
10-3.19b961b The electronic coupling decreases with the 
separation of the redox centers, and it may be very 
small when large transfer distances are involved, for 
instance, in certain biological electron t ransfed2 or 
when the electron transfer is between isolated species 
in rigid media.63 

On the basis of the direct 4d-4d overlap of the two 
metal centers, the R~(bpy),~+-Ru(bpy)l+ exchange 
would be highly nonadiabatic at the distance defined 
by first contact of the bipyridine rings of the two 
reactants. The K , ~  value presented in Table I1 was ob- 
tained by estimating the A*-A* interaction of the two 
reactants arising from the delocalization of the metal 
d?r electron density onto the A* orbitals of the bi- 
pyridine ligands.57 Even if considerable interpene- 
tration of the coordination shells of the two reactants 

(61) (a) Balzani, V.; Scandola, F.; Orlandi, G.; Sabbatini, N.; Indelli, 
M. T. J. Am. Chem. SOC. 1981, 103, 3370. (b) Instead of a very small 
electronic factor, a small nuclear factor arising from different hydration 
numbers of the two oxidation states (larger inner-sphere barrier or small 
Franck-Condon factor) could be primarily responsible for the relatively 
slow rates of outer-sphere reactions involving the Eu,F-Eu 2+ couple. 

(62) Mauk, A. G.; Scott, R. A.; Gray, H. B. J .  Am. ChemgSoc. 1980, 
102. 4360. - >  

(63) Miller, J. R.; Beitz, J. V. J. Chem. Phys. 1981, 74,6746. Kestner, 
N. R. J. Phys. Chem. 1980,84, 1270. 



282 Sutin Accounts of Chemical Research 

takes place, it is still likely that the electron transfer 
in the Ru(bpy)t+-Ru(bpy)33+ exchange proceeds pre- 
dominantly by ligand-ligand overlap. In this connec- 
tion it is of interest that introducing a methylene group 
between the pyridine rings of the bipyridine bridging 
group in the mixed-valence diruthenium system de- 
creases K , ~  fivefold. 
Comparison with Measured Rate Constants 

The products of the frequency, electronic, and nuclear 
factors are compared with the measured rate constants 
in Table 11. Most of the calculated rate constants lie 
within a factor of 102 of the measured values. This level 
of agreement must be regarded as excellent since even 
small errors in the estimates of K,, ~ ~ 1 ,  Y,, and (where 
relevant) K A  will lead to discrepancies of this order. 
The least satisfactory agreement is obtained for the 
Ru(bpy),2+ excited-state lifetime and for the rate con- 
stant for the oxidation of this excited state by Ru- 
( b ~ y ) ~ " .  Both of these systems are in the inverted 
region, where the classical models break down. Much 
better agreement between the calculated and measured 
rate constants is obtained through the use of the non- 
classical eq 12 and 18; the improvement is particularly 
dramatic for the excited-state lifetime. 

In view of the uncertainty in the parameters and the 
complexity of the excited-state manifoldM and the ap- 
proximations in eq 12 and 18, the agreement between 
the calculated and observed Ru(bpy)gP+ excited-state 
lifetimes can also be regarded as sat i~factory.~~ In the 
case of the reaction of the excited Ru(bpy)QP+ with 
Ru(bpy),3+, the formation of excited R~(bpy) ,~+  could 
be responsible for the rapid rate since the decrease in 
AE would place the reaction in the normal free-energy 
region with K, - 1. However, there are numerous other 
bimolecular reactions that do not show inverted be- 
havior where the formation of excited products can be 
d i s ~ o u n t e d . ~ ~ p ~ ~ - ~ ~  It may be significant that good 

(64) Elfring, W. H. Jr.; Crosby, G. A. J. Am. Chem. SOC. 1981, 103, 

(65) Dwyer, F. P.; Sargeson, A. M. J. Phys. Chem. 1961, 65, 1892. 
(66) Silverman, J.; Dodaon, R. W. J. Phys. Chem. 1962,56, 846. 
(67) Young, R. C.; Keene, F. R.; Meyer, T. J. J. Am. Chem. SOC. 1977, 

99, 2468. 
(68) Lin, C.-T.; BBttcher, W.; Chou, M.; Creutz, C.; Sutin, N. J. Am. 

Chem. SOC. 1976, 98, 6536. 
(69) Although the agreement might be improved by mixing in the LF 

excited state of R ~ ( b p y ) ~ ~ + ,  which lies slightly above the MLCT state, a 
similar explanation will not hold for 08(bpy)32+, where the LF state lies 
well above the MLCT state. The shorter lifetime of *Os(bpy)sz+ com- 
pared to *Ru(bpy)t+ is consistent with the smaller energy gap (and larger 
spin-orbit coupling) for the former system. In terms of the present 
model, the relatively long lifetime of the LF excited state of Cr(bpy),3', 
for which the Stokes shift is C60 cm-I,'O can be rationalized in terms of 
the combination of a small electronic factor, resulting from small spin- 
orbit coupling, and a small nuclear factor, resulting from a small Stokes 
shift and the absence of an active role for high frequency modes in the 
metal-centered transition. The absence of a C-H/C-D isotope effect on 
the lifetime of the Cr (b~y) ,~+  excited state is consistent with this inter- 
pretation.% 

(70) Brunschwig, B.; Sutin, N. J. Am. Chem. SOC. 1981, 13, 865. 
(71) Ballardini, R.; Varani, G.; Indelli, M. T.; Scandola, F.; Balzani, 

V. J. Am. Chem. SOC. 1978,100, 7219. 
(72) Nagle, J. K.; Dresaick, W. J.; Meyer, T. J. J.  Am. Chem. SOC. 1979, 

101, 3993. 
(73) Bock, C. R.; Connor, J. A.; Gutierrez, A. R.; Meyer, T. J.; Whitten, 

D. G.; Sullivan, B. P.; Nagle, J. K. J. Am. Chem. SOC. 1979, 101, 4815. 
Bock, C. R.; connor, J. A.; Gutierrez, A. R.; Meyer, T. J.; Whitten, D. G.; 
Sullivan, B. P.; Nagle, J. K. Chem. Phys. Lett. 1979, 61, 522. 

2683. 

agreement with the observed rates can be obtained by 
postulating that high-frequency (internal) modes dom- 
inate the relaxation even when the contribution of 
low-frequency (solvent) modes to CEi is ~ u b s t a n t i a l . ~ ~ ~ ~ ~  

Another explanation for the rapid rates of bimole- 
cular reactions in the inverted region is an increase in 
E,, as a consequence of electron transfer occurring at  
larger separation distances;2b however, recent numerical 
 calculation^^^ show this effect to be small. Other pos- 
sibilities include underestimation of the diffusion-con- 
trolled rapid relaxation through adiabatic 
channels in the barrierless and a change in 
reaction m e ~ h a n i s m . ~ ~  

Conclusions 
The above discussion has shown that the rate con- 

stants for spin interconversion, excited-state decay, 
electron transfer in mixed-valence systems, and bimo- 
lecular electron-transfer reactions can be treated in 
terms of a common formalism in which the rate con- 
stants are expressed as a product of a nuclear, an 
electronic, and a frequency factor. Good agreement 
with the measured rate constants is obtained in the 
normal free-energy region. On the other hand, the 
understanding of electron-transfer rates in the highly 
exothermic region remains a stimulating challenge to 
experimentalists and theorists alike. 
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(74) When Eat > IAEol and a single internal mode of frequency uin is 
considered, the following expression for the electron-transfer rate con- 
stant at  low temperature or low values of E,/hui, (normal free-energy 
region, classical solvent) is obtained by using perturbation theoryza 

In this limit the largest contribution to the rate constant comes from a 
zero-zero transition of the internal mode, that is, the internal mode 
transition occurs from the lowest vibrational level of the initial state to 
the lowest vibrational level of the f d  state. Under these conditions the 
driving force for the solvent configuration change is the entire AEo and 
the exponential dependence of the rate constant on the second power of 
AE, required by classical theory ie once more predicted. On the other 
hand, when 1AE.J > Ei, + E,, (inverted free-energy region, classical 
solvent), instead of being given by the exponential in the above expres- 
sion, the nuclear factor is given byza 

which reduces to eq 12 when E,, - 0. Note that the dominant low- 
temperature internal mode transition in the inverted free-energy region 
is 0 - o - (lAE,I - E,J/hu, rather than 0 - 0. The latter is the case 
in the normal free-energy region. 

(75) The agreement may be further improved by the u8e of expresaions 
in which anharmonicity and frequency changes are explicitly taken into 
account. 

(76) Marcus, R. A.; Siders, P. J. Phys. Chem. 1982,86, 622. 
(77) Hush, N. S. In 'Mixed-Valence Compounds"; Brown, D. B., Ed.; 

Reidel: Dordrecht, 1980; p 151. 
(78) Rate decreases are not predicted for reactions that proceed by an 

atom-transfer mechanism. See, for example: Marcus, R. A. J. Phys. 
Chem. 1968, 72, 891. 


